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1. Motivation
Recent studies on unsupervised image-to-image translation
have made remarkable progress by training generative ad-
versarial networks with the cycle-consistent loss. However,
such methods still have the following potential problems:

1. May generate inferior results, especially when the im-
age resolution is high.

2. Unable to learn reasonable translations when the two
image domains are of significant differences.

2. Contribution
We propose the Stacked Cycle-Consistent Adversarial Net-
works (namely SCAN) by using a coarse-to-fine approach,
which not only boosts the image translation quality but also
enables higher resolution and more difficult translation.

1. The SCAN models unsupervised image-to-image trans-
lation problem in a coarse-to-fine manner, which gener-
ates finer details in higher resolution and enables learn-
ing of more difficult image transitions.

2. The adaptive fusion block dynamically integrates out-
put from different stages, which outperforms the
uniform-weight fusion approaches.

3. Architecture
Given unpaired images from two domains, our proposed
SCAN learns the image-to-image translation by a stacked
structure in a coarse-to-fine manner. For the Cityscapes
Labels → Photo task in 512 × 512 resolution, the result of
SCAN appears more realistic and includes finer details com-
pared with the result of CycleGAN [Zhu et al.2017].
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After the coarse translations are learned, SCAN learns the
refining processes on the top of previous stage’s outputs. In
the training process, we keep the weights of previous stages
fixed.

3. Architecture (Cont.)
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The fusion block applies the fusion weight map to find de-
fects in the previous results and correct it to produce refined
output.
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4. Experiments
Comparisons on the Cityscapes dataset in 256 × 256 res-
olution. SCAN generates more natural photographs and
accurate segmentations than CycleGAN, and appears closer
to supervised approach (Pix2Pix [Isola et al.2017]).

Input CycleGAN SCAN Stage-2 Pix2Pix Ground TruthSCAN Stage-1

Labels → Photo Photo → Labels
Method Pixel acc. Class acc. Class IoU Pixel acc. Class acc. Class IoU
CycleGAN [Zhu et al. 2017] 0.52 0.17 0.11 0.58 0.22 0.16
Contrast-GAN [Liang et al. 2017] 0.58 0.21 0.16 0.61 0.23 0.18
SCAN Stage-1 128 0.46 0.19 0.12 0.71 0.24 0.20
SCAN Stage-1 256 0.57 0.15 0.11 0.63 0.18 0.14
SCAN Stage-2 256-256 0.52 0.15 0.11 0.64 0.18 0.14
SCAN Stage-2 128-256 0.64 0.20 0.16 0.72 0.25 0.20
Pix2Pix [Isola et al. 2017] 0.71 0.25 0.18 0.85 0.40 0.32

SCAN also enables learning higher resolution translations
under unsupervised setting. e.g.Labels→ Photo in 512×512
resolution.
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4. Experiments (Cont.)
The average weights of the fusion maps α increase consis-
tently during training, which implies more and more details
of the second stage are brought to the final output.
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Quality of other image translation tasks can also be im-
proved regarding image sharpness and overall consistency.
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5. Applications (Human2Anime)
Using SCAN, we can learn difficult translation even when
paired training data is unavailable, e.g. translate real person
head portrait into anime avatars.

*Human images are from CelebA dataset [Liu et al.2015].

Since we use fully convolutional structure, the network
learned from head portraits can also directly apply to vari-
ous photographs.

*Human images are from CelebA dataset.


